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Abstract

Conservation laws in axisymmetric geometries are discretized for the first time according to the node-pair framework
of Selmin [Comput. Methods Appl. Mech. Eng. 102 (1993) 107–138]. A relation is found linking the node-pair finite
element discretization to the finite volume scheme, opening the way to the use of standard finite volume stabilization
techniques and high-resolution schemes in the computation of axisymmetric problems. By construction, the treatment
of the axis is naturally built-in inside the basic structural elements of the spatial discretization. Numerical results are
presented and compared to the exact solution for scalar advection in a source flow, considering both continuous and
discontinuous initial profiles. Numerical simulations of compressible flows include the complex dynamical interaction
and propagation of waves in a shock-tube experiment and the steady flow at the exit of under-expanded and sonic noz-
zles. Numerical results are found to agree fairly well with experimental data, demonstrating the validity of the proposed
approach.
� 2006 Elsevier Inc. All rights reserved.
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1. Introduction

The close connection between the finite element (FE) Galerkin and finite volume (FV) discretizations for con-
servation laws on unstructured meshes has been pointed out by several authors at the beginning of the ’90s, see,
e.g. [1–3]. This clarification led to the development of several hybrid FV/FE methods in two- and three-dimen-
sions, suited for unstructured or hybrid meshes and edge-based data structures [4–6]. The typical approach to
build one of such methods has been to evaluate the fluxes of the Euler equations by a classical node-centered
FV scheme and to exploit the FE viewpoint to discretize the viscous or diffusion terms of the Navier–Stokes equa-
tions as well as to possibly estimate the solution gradients, needed by high order reconstruction schemes [7]. In the
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above approach, according to the FV methodology, metric quantities emerge from the geometric characteristics
of the mesh.

A different approach was proposed by Selmin [3] for inviscid flows and subsequently extended to viscous
flows by Selmin and Formaggia [8]. The Bubnov–Galerkin weak formulation of the governing equations is
considered in this case and the so-called group representation of the fluxes is then introduced to simplify
the evaluation of the FE integrals. FV metrics quantities are eventually defined entirely upon FE integrals
of the shape functions so that an equivalent FE/FV discretization is obtained for both the convective and dif-
fusive terms. The advantage of this approach is that it is not limited to linear finite elements and may be gen-
eralized to Lagrangian elements of any order, although a direct connection with the FV discretization on the
median-based dual control volume is limited to linear and approximations. Thanks to the common FE/FV
representation of the discrete equations, standard FV stabilization techniques, such as the Jameson–
Schmidt–Turkel artificial viscosity scheme [9], the flux vector splitting upwind scheme of Van Leer [10] or
the flux difference upwind scheme of Roe [11], became readily available within the FE method for advection
dominated problems. Eventually, these techniques were combined with higher-order schemes according to the
total variation diminishing (TVD) approach [12].

The pivotal idea in the determination of the FV/FE equivalence is the introduction of a node-pair data
structure. In FV approximations, a node-pair is a couple of grid nodes which share a common FV interface.
Under the Lagrangian FE point of view, a node-pair is a couple of nodes whose associated shape function
supports overlap. The companion idea of defining suitable metric quantities on each node-pair or node of
the triangulation, a metric quantity being either the results of a FE integral or a geometrical entity associated
with a given FV, allowed for the development of very efficient computer algorithms, since the metric quantities
can be computed once and for all at the beginning of the computation. No FE quadrature is therefore required
as the computation progresses.

The FE/FV node-pair approach to the equations describing axially symmetric conservation laws formu-
lated in a cylindrical coordinate system is developed in the present paper. The equivalence between FE and
FV – established in [3,8] for the equations written in Cartesian coordinates – is extended here to the axi-
symmetric case, although, even for the simplest situation of linear elements, it is not possible to define
the shape of the corresponding control volume. Nevertheless, this does not prevent to draw advantage of
the underlying connection in order to employ upwind corrections to the convective fluxes. The correct treat-
ment of the discrete equations at the axis of symmetry is naturally built in the method, by construction of
the FE/FV metric quantities. This is not the case for other types of discretizations that locate the mesh
nodes on the symmetry axis, as for instance finite differences or standard node-centered or cell-vertex
FV. The imposition of point-wise boundary conditions on the axis in these methods is complicated by
the singularity of the cylindrical coordinates and it requires either to approximate the singular terms with
ad hoc procedures (e.g. L’Hopital rule) [13,14] or to resort to complex geometrical calculations of the con-
trol volume centroids [15].

The presentation of the method and of the numerical results is as follows. The node-pair FE and FV
schemes are presented for a scalar conservation law and the equivalence between the FV and the FE
approaches is demonstrated in Section 2. In Section 3, the Euler equations for axially symmetric com-
pressible flows are briefly recalled and the the node-pair representations of the FE and FV schemes for
the Euler equation are given. A hybrid finite element/volume high-resolution TVD scheme is derived
and the discretization of the time derivative for calculating unsteady and steady solutions is discussed
in Section 4. The standard high-resolution procedure is modified to account also for high-order FE con-
tributions, which were neglected in [3,8] because they have no FV counterparts, namely, they are not pres-
ent in a standard FV scheme. The computation of the source term for the Euler equations for
axisymmetric flows – including a possibly non-zero tangential velocity (swirling flows) – is also detailed.
In Section 5, the proposed scheme is applied to the computation of axially symmetric scalar advection
problems and inviscid compressible flows. Results include the propagation of a shock wave from a par-
tially-opened shock-tube diaphragm and the flow at the exit of under-expanded nozzles. Numerical results
are compared to experimental data and discussed. A summary of the proposed scheme and final remarks
are given in Section 6. Appendices A and B detail the derivation of the discrete equations and the exten-
sion of the scheme to swirling flows.
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2. Scalar conservation law

The node-pair finite element/volume discretization of a scalar conservation law with axisymmetric solutions
is now presented. The finite element representation of the conservation law is first described, where the flux
function is approximated by means of a reinterpolation based on the same shape functions used to represent
the unknown variable. Then, the node-pair formulation of the spatially discrete equations is derived. The finite
volume discretization is also presented and the relation between finite volume and finite element approxima-
tions is discussed.

2.1. Governing equation

Let us consider the scalar conservation law in three spatial dimensions
Fig. 1.
The co
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where x, y and h are the axial, radial and angular coordinates in a cylindrical coordinate system, respec-
tively, and fx, fy and fh are the corresponding components of the flux vector f. The distance from the axis
is denoted by letter y instead of the more usual symbols R or r, in order to have a notation encompassing
both the axisymmetric cylindrical situation and the plane Cartesian one simply by introducing an integer
switch parameter, see below. The solution u is sought for all x 2 X3D � R3, where X3D is a three-dimensional
axisymmetric region (see Fig. 1, left) and t 2 ½0 : T � � Rþ. For the above partial differential equation to be
solvable, initial conditions at time t = 0 and suitable boundary conditions on the boundary oX3D of X3D are
to be provided; for a detailed discussion, the interest reader is referred to the monograph of Godlewski and
Raviart [16].

For axially symmetric problems u is independent from the angular coordinate h and Eq. (1) reduces to
ou
ot
þ ofxðuÞ

ox
þ 1

y
o½yfyðuÞ�

oy
¼ 0; ð2Þ
where fx and fy are the axial and radial components of f, which is now a vector in R2. The solution u(x, t) to (2),
with x 2 R2, is now sought for all x 2 X � R2 and t 2 ½0 : T � � Rþ, where X is a two-dimensional open domain
of an axial half plane y > 0. Note that the boundary oX of X may possibly have a (rectilinear) portion oXaxis

lying on the axis x (see Fig. 1, right). The multiplication of this equation by y yields
oðyuÞ
ot
þ $ � ½yf ðuÞ� ¼ 0; ð3Þ
where $ � q ¼ oqx
ox þ

oqy

oy is the standard two-dimensional divergence of a vector q ¼ ðqx; qyÞ
T 2 R2 for the

Cartesian coordinates (x,y) of the axial plane. This form of the equation is the key for building the solver
for axially symmetric problems straightforwardly upon an existing 2D Cartesian solver for plane problems.
Axis of

simmetry

Axisymmetric nozzle-like 3D geometry and definition of its section in an axial plane, with the 2D domain X and its boundary oX.
ntinuous line indicates the partition oXnoXaxis of the boundary, with oXaxis portion of the domain (if any) belonging to the axis of
try.
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The same form has been considered by Wood and Kleb in the development of a FV fluctuation splitting
method for axisymmetric compressible flows [15]. It is also worth recalling that a different approach,
termed the domain perturbation, has been followed by Goudjo and Desideri in which the scheme is de-
rived as the limiting case of a three-dimensional FV discretization for a control volume of vanishing thick-
ness [17].

Note that by switching to a cylindrical coordinate system a singularity at y = 0, namely, the axis of sym-
metry, has been introduced (cf. Eq. (2)). The singularity, which is not present in the model equation (1), was
then apparently removed in (3). It is therefore necessary to investigate the behavior of Eq. (3) for y! 0. From
(3), one has
y
ou
ot
þ y$ � f ðuÞ þ f ðuÞ � ŷ ¼ 0;
where ŷ and is the unit vector normal to the x axis. Therefore,
f ðuÞ � ŷ! 0 as y ! 0; ð4Þ

that is, Eq. (3) is identically satisfied at the axis of symmetry provided that the flux component normal to the
axis vanishes. Such a property of the governing equation is expected to be found also in its discretized
counterpart.

2.2. Finite element discretization

The scalar conservation law (3) is now written in a weak or variational form according to the classical finite
element method, see, e.g. [18]. The differential equation is first multiplied by test functions /h of Lagrangian
type belonging to a suitable finite dimensional space Vh � H1(X) and then integrated over the support Xi of
each test function /i 2 Vh to obtain
Z

Xi

y/i
ou
ot
þ
Z

Xi

/i$ � ½yf ðuÞ� ¼ 0 8i 2K;
where the symbol K denotes the set of all nodes of the triangulation. An integration by parts gives
Z
Xi

y/i
ou
ot
�
Z

Xi

yf ðuÞ � $/i þ
Z

oXo
i

y/in � f ðuÞ ¼ 0; ð5Þ
where the superscript o indicates the restriction to the boundary oX of the domain X, oXo
i � oXi \ oX and

where the fact that the basis function /i of any node i vanishes on the boundary of oXi of its support Xi,
but for the nodes lying on the boundary, is accounted for.

The boundary integral in (5) can be split into an integral along the axis of symmetry, oXaxis, and a contri-
bution pertaining the remaining portion of oX, oXnoXaxis, see Fig. 1, as follows
Z

oXo
i

y/in � f ðuÞ ¼
Z

oXo
i \oXaxis

y/in � f ðuÞ þ
Z

oXo
i \ðoXnoXaxisÞ

y/in � f ðuÞ ¼
Z

oXo
i \ðoXnoXaxisÞ

y/in � f ðuÞ
since the integral along oXaxis (y = 0) is identically zero. Therefore, the weak form of (3) satisfies the properties
(4) of vanishing normal fluxes at the axis, where n ¼ ŷ, in an integral sense. To simplify the presentation of the
theory and the implementation of the numerical scheme into a computer code, in the following the distinction
between the axis of symmetry and the remaining part of the boundary will not be indicated explicitly. This
choice allows also to deal with geometries not including the axis with no changes in the equations.

Following the standard (Bubnov–) Galerkin approach, the solution u(x, t) is now approximated by the
function uh(x, t) obtained by an expansion in the same space of the weighting functions /h(x) as follows:
uðx; tÞ ’ uhðx; tÞ ¼
X
k2K

ukðtÞ/kðxÞ;
where uk(t) is the value at node k of the approximate solution at time t. Substituting the expansion of uh into
(5) gives
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X
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ik

duk
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¼
Z

Xi

yf ðuhÞ � $/i �
Z

oXo
i

y/in � f ðuhÞ; ð6Þ
where Ki is the set of shape functions /k whose support Xk overlaps the support Xi of /i, namely,
Xik ” Xi \ Xk 6¼ ;. In Eq. (6) the definition of a mass matrix weighted with the distance y from the axis,
namely,
My
ik ¼

Z
Xik

y/i/k; ð7Þ
has been introduced. Note that the above finite element discretization is closely linked to the weighted finite
element technique [19,20].

The flux function is now reinterpolated [3,8,21] by means of the same basis functions /h, namely,
f ðuhðx; tÞÞ ¼ f
X
k2K

ukðtÞ/kðxÞ
 !

’
X
k2K

f kðtÞ/kðxÞ;
where fk(t) ” f (uk(t)). Such an approximation, often referred to as ‘‘group representation’’ of ‘‘flux reinterpo-
lation’’, introduces an integration error whose analysis is beyond the scope of this work; the reader is referred
to the book of Donea and Huerta [21] for a detailed error analysis.

Finally, the discrete Galerkin formulation of the conservation law reads
X
k2Ki

My
ik

duk

dt
¼
X
k2Ki

f k �
Z

Xik

y/k$/i �
X

k2Ko
i

f k �
Z

oXo
ik

y/i/kn; ð8Þ
where oXo
ik ¼ oXi \ oXk \ oX. The introduction of the flux reinterpolation allows us to recast the integrals in

space involving the (time-dependent) flux function as the product of the time-dependent nodal value fk(t) and
spatial integrals involving the shape functions /i and /k, that depend only on the mesh geometry. Therefore,
the computation of the integrals can be performed once and for all at the beginning of the computation, in a
preprocessing phase. This leads to a significant reduction in the CPU time requirements with respect to the
standard Galerkin approach (cf. Eq. (6)).

The spatially discrete equation (8) is now further manipulated to recast the numerical scheme in the node-
pair form introduced by Selmin [3,8]. By substituting the two identities (A.1) and (A.2), to be demonstrated in
Appendix A, into (8), the node-pair representation of the discrete equation is found to be
X

k2Ki

My
ik

duk

dt
¼ �

X
k2Ki; 6¼

f i þ f k

2
� gy

ik � ŷ � f k � f i

2
Mik

� �
�
X

k2Ko
i; 6¼

f k � f i

2
� vy

ik � f i � ny
i ; ð9Þ
where Ki; 6¼ �Ki n fig and Ko
i; 6¼ �Ko

i n fig. In Eq. (9) the following basic metric quantities,
My
ik ¼

Z
Xik

y�/i/k; Mik ¼ �
Z

Xik

/i/k;

g
y
ik ¼

Z
Xik

y� /i$/k � /k$/ið Þ;

v
y
ik ¼

Z
oXo

ik

y�/i/kn; ny
i ¼

Z
oXo

i

y�/in;

ð10Þ
have been introduced. In the definitions above, the parameter � assumes the value � = 1 for axisymmetric
problems and � = 0 for plane problems, respectively. In this way the relationship with the metric quantities
originally conceived by Selmin [3] for the Cartesian equations for 2D and 3D problems is made clear: all inte-
grals defining the scalar and vector metric quantities for axisymmetric equations contain the additional factor
y. Moreover, it is necessary to consider two mass matrices: a first matrix, My

ik, is modified by the presence of the
multiplying factor y in the integrand and is required to represent the evolutionary term of the equation,
whereas the second matrix, Mik, is the standard mass matrix and is necessary to account for the additional
flux term stemming from the cylindrical coordinates. In any case, the expressions of the metric quantities
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in (10) show that extending a Cartesian computer code to the axisymmetric cylindrical case is almost
straightforward.

Note that property (4) of the governing equation at the axis of symmetry is satisfied by construction of the
metric quantities. In fact, both v

y
ik and ny

i are identically zero for those nodes i and k on the axis. The y-com-
ponent of the integrated numerical fluxes is therefore identically zero at the axis of symmetry, in accordance
with (4). This is a key feature of the scheme that allows to automatically account for the axis of symmetry
without the need of including numerical switch or special treatments. This is not the case for example in
the FV schemes proposed in [15,17], in which the condition of a zero normal flux at the axis of symmetry
is imposed explicitly.

The node-pair representation of the discrete equations can be translated directly into a very efficient com-
puter algorithm as follows. A list of the node-pairs i–k, namely, of those couples of nodes i and k of the tri-
angulation with non-zero overlapping supports Xi and Xk (see Fig. 2) is built once and for all at the beginning
of the computations, together with the corresponding metric quantities, which can be associated to either the
node-pairs (such as g

y
ik and My

ik, i 6¼ k) or the domain ðMy
iiÞ or boundary (ny

i ) nodes of the triangulation. At each
discrete time level, the right-hand side of (9) is computed by looping on all couples i–k. For each couple, the
node-pair contributions to the right-hand side are computed and accumulated into the positions pertaining to
nodes i and k. Note that, in accordance with the conservative nature of the scheme, each node-pair contribu-
tion in (9) is antisymmetric with respect to i and k and it can be computed only once for each node-pair and
accumulated in the right-hand side in both the ith position and, with opposite sign, the kth one. Finally, nodal
contributions are computed.

To simplify the task of determining a correspondence between the finite element and the finite volume dis-
cretizations, an additional approximation is now introduced,
Fig. 2.
linear
the un
X
k2Ki

My
ik

dui

dt
¼ Ly

i
dui

dt
þ
X

k2Ki; 6¼

My
ik

dðuk � uiÞ
dt

’ Ly
i

dui

dt
ð11Þ
with Ly
i ¼

P
k2Ki

My
ik, namely, the weighted mass matrix My

ik is diagonalized or ‘‘lumped’’, and Eq. (9) reads
Ly
i

dui

dt
¼ �

X
k2Ki; 6¼

f i þ f k

2
� gy

ik � ŷ � f k � f i

2
Mik

� �
�
X

k2Ko
i; 6¼

f k � f i

2
� vy

ik � f i � ny
i : ð12Þ
Such an approximation introduces a non-negligible (phase) error in time with respect to the standard finite
element approach [21]. In fact, the solution of conservation laws in the finite element framework including
the consistent mass matrix My

ik is still a subject of active research, see e.g. [22].
To conclude, it is to be recalled that initial conditions at time t = 0 and suitable boundary conditions at

each discrete time level are to be provided for (3) to be solvable, see e.g. [16]. In the FE approximation con-
sidered here, boundary conditions are enforced in a ‘‘weak’’ sense, namely, by evaluating the fluxes occurring
in the integrals along the boundary in some suitable state �u. The boundary value �u depends in general on both
the unknowns and the boundary data, that is, �u ¼ �uðu; bÞ, with b boundary data. In particular, the boundary
value �u is equal to the boundary data b at inflow boundaries, namely, �u ¼ b if a(u) Æ n 6 0, with a = df/du

advection velocity, and to u at outflow boundaries (a(u) Æ n > 0), in accordance with the hyperbolic nature
Definition of the i–k node-pair associated with nodes i and k with overlapping supports Xi and Xk, respectively, for a grid made of
finite elements of triangular shape. The shaded region is the intersection of Xi and Xk, namely, Xik = Xi \ Xk. Dashed lines indicate
derlying finite element grid.



Fig. 3. Node-pair associated with the finite volume interface oCik ¼ oCi \ oCk and metric vector m
y
ik (integrated normal) in two spatial

dimensions. The shape of the finite elements Ci and Ck (shaded region) is arbitrary. Dashed line indicate the underlying triangulation of the
domain X.
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of the governing equation. The reader is referred to [23] for a detailed description of the treatment of the
boundary terms in the node-pair finite element framework. Though the axis is formally a boundary of the
2D x–y representation of the geometry, no boundary conditions are to be imposed at the axis of symmetry,
which is in fact not a boundary in the original 3D problem (1), as discussed in Section 2.1. However, for sim-
plicity in the computer implementation of the algorithm, the grid nodes along the axis of symmetry are not
dealt with differently from the boundary nodes: the fulfillment of property (4) guarantees in fact the correct
treatment of the axis for any value of �u used in the computation of the boundary integrals at the axis.

2.3. Relation to the finite volume method

As an alternative to the finite element approach considered so far, a different discrete form of the governing
equations is now derived by applying the node-centered finite volume method [24], to the following integral
form of (3),
1 In
standa
d

dt

Z
C

yuðx; tÞ ¼ �
I

oC

yn � f ðuÞ 8C � X;
where n indicates the outward normal vector of the region C � X and where the Gauss theorem was used to
reduce the domain integral of the divergence of the flux function to a boundary integral. The discrete coun-
terpart of the above equation is obtained by selecting a finite number of non-overlapping volumes Ci � X,
with boundary oCi, such that

S
iCi � X; each finite volume Ci surrounds a single node i of the triangulation

of X, see Fig. 3, so that
d

dt

Z
Ci

yuðx; tÞ ¼ �
I

oCi

yni � f ðuÞ 8i 2K;
and ni denotes the outward normal with respect to the volume Ci. The unknown u is approximated over Ci by
its cell-averaged value ui, namely,
uðx; tÞ ’ uiðtÞ ¼
1

V i

Z
Ci

uðx; tÞ 8x 2 Ci;
where Vi is the value of the volume1 of the ith cell Ci, and therefore
V y
i

dui

dt
¼ �

I
oCi

yni � f ðuÞ 8i 2K; ð13Þ
with
V y
i ¼

Z
Ci

y:
2D problems, the volume Vi is in fact the area of the plane cell Ci around node i shown in Fig. 3. In the following, to adhere with the
rd finite volume nomenclature, the quantity Vi will be referred to as the volume of cell i.
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The right-hand side of (13) is now rearranged so as to put into evidence the node-pair structure of the data,
namely,
I

oCi

yn � f ðuÞ ¼
X

k2Ii; 6¼

Z
oCik

yni � f ðuÞ þ
Z

oCo
i

yni � f ðuÞ; ð14Þ
where Ii; 6¼ is the set of the finite volumes Ck sharing part of their boundary with Ci, Ci excluded, namely,
oCik ¼ oCi \ oCk 6¼ ;; k 6¼ i. Note that ni = �nk over oCi \ oCk. In the finite volume jargon, the set
oCi \ oCk is often referred to as the cell interface between the volumes Ci and Ck (Fig. 3). The integrals in
(14) are undefined at cell interfaces due to the piecewise constant approximation chosen for u, namely, the dis-
crete unknown is discontinuous across oCi \ oCk. If the flux function is assumed to be constant at cell inter-
faces and equal to its algebraic mean (fk + fi)/2, from (13) and (14) one has
V y
i

dui

dt
¼ �

X
k2Ii; 6¼

f i þ f k

2
� my

ik � f i � m
y
i ; ð15Þ
where, according to the piecewise-constant approximation of the unknown, the boundary flux is assumed to
be constant over oCi \ oX and equal to its nodal value fi and where
m
y
ik ¼

Z
oCik

yni and m
y
i ¼

Z
oCo

i

yni:
Note that the domain metric vectors m
y
ik defined above are antisymmetric, namely, m

y
ik ¼ �m

y
ki, a property that,

together with the centered approximation (fi + fk)/2 of the fluxes at cell interfaces, guarantees that the scheme
is conservative. A geometric conditions also exists relating the volume Vi of Ci, m

y
ik and m

y
i , that is, from the

following identity (gradient theorem),
Z
Ci

$y ¼
I

oCi

yn;
it follows that
V iŷ�
X

k2Ii; 6¼

m
y
ik ¼ 0 for any domain node i; ð16aÞ

V iŷ�
X

k2Ii; 6¼

m
y
ik ¼ m

y
i for any boundary node i: ð16bÞ
The scheme (15) is now compared to the finite element approximation of the scalar conservation law (3).
Remarkably enough, the expression of the mass-lumped approximation (12) is very similar to its finite volume
counterpart (15); in fact, they are formally equivalent – provided that the finite element metric quantities Ly

i , g
y
ik

and ny
i can be linked to their finite volume counterparts V y

i , m
y
ik and m

y
i – but for the presence in (12) of the

domain term ŷ � ðf k � f iÞMik=2 and the boundary term ðf k � f iÞ � vy
ik=2, which are regarded here as higher-

order corrections to (15) stemming form the piecewise linear finite element representation of the unknown.
Note that the higher-order corrections vanish if these contributions are diagonalized or lumped.

The relation between the FE and FV metric quantities is now demonstrated. First, it is to be noted that
both g

y
ik and m

y
ik are antisymmetric with respect to i and k, namely, g

y
ik ¼ �g

y
ki and m

y
ik ¼ �m

y
ki. It remains to

be proved that the finite element metric quantities satisfy the geometric conditions (16). The above is easily
demonstrated by recalling identity (A.6), namely,
X

k2Ki

½gy
ik �Mik ŷþ v

y
ik� ¼ 0:
From the shape function property
P

k2Ki
/kðxÞ � 1 8x 2 Xi and from definitions (10), one also has
X
k2Ki

v
y
ik ¼

X
k2Ki

Z
oXo

i

y/i/kn ¼
Z

oXo
i

y/i

X
k2Ki

/k

 !
n ¼

Z
oXo

i

y/in ¼ ny
i ;
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and therefore
Liŷ�
X
k2Ki

g
y
ik ¼ ny

i

with Li ¼
P

k2Ki
Mik lumped mass matrix. The boundary metric vector ny

i differs from zero only if i belongs to
the boundary, namely, if i 2Ko, and hence (cf. properties (16)),
Liŷ�
X

k2Ki;6¼

g
y
ik ¼ 0 for any domain node i; ð17aÞ

Liŷ�
X

k2Ki;6¼

g
y
ik ¼ ny

i for any boundary node i: ð17bÞ
Therefore, a FV approximation to (3) can be formally constructed using the FE metric quantities defined in
(10) by setting
Ii; 6¼ ¼Ki; 6¼; V y
i ¼ Ly

i ; m
y
ik ¼ g

y
ik;

V i ¼ Li; m
y
i ¼ ny

i :
ð18Þ
Note that
P

i2KLi �j X j�
P

i2KV i is the volume of the domain X.
It is worth noticing that the finite volumes respecting the FE/FV equivalence conditions (18) are different from

those of simple shape – bounded by the segments connecting the midpoints of the edges to the center of gravity of
the triangle – valid for the Cartesian case addressed by Selmin [3]. This can be easily demonstrated by considering
the reference triangular element with vertices (0,0), (1, 0) and (0,1). However, the knowledge of the equivalent
finite volume respecting the metrics in (18) is not necessary for constructing the discrete equations.

The equivalence between the finite element and the finite volume approach demonstrated above opens the
way to the development of hybrid finite element/volume approximations for axially symmetric problems.
Standard stabilization techniques developed in the finite volume framework, such as first-order upwind
schemes or TVD schemes, are now available in the higher-order finite element framework. Conversely,
higher-order finite element terms can be added to the discrete equations to improve the accuracy of existing
finite volume discretizations.

3. The Euler equations for compressible flows

In Appendix B, the Euler equations for axisymmetric problems – including a possibly non-zero tangential
velocity (swirling flows) – are derived. For simplicity, the case with zero tangential velocity, namely,
o½yu�
ot
þ $ � ½yfðuÞ� ¼ sðuÞ; ð19Þ
is considered first, where u, u ¼ ðq;m;EtÞ, is the vector unknown of the density q 2 Rþ, momentum vector m,
m ¼ ðmx;myÞ 2 R2 with mx and my axial and radial components of the momentum density, respectively, and
total energy per unit volume Et 2 R; fðuÞ, f 2 R4 � R2, is the Euler flux function to be defined in (20) and where
it is understood that $ � f ¼ ofx=oxþ ofy=oy, with fx; fy 2 R4 vector components of f in the axial and radial
directions, respectively. The solution of (19) is sought for in the spatial domain X 2 R2, with boundary oX
for all times t 2 Rþ. System (19) is made complete by specifying initial and boundary conditions as detailed
in [16]. The flux function f is defined as
fðuÞ ¼ m;
m	m

q
þPðuÞI ; ½Et þPðuÞ�m

q

� �T

; ð20Þ
where I is the 2 · 2 identity matrix and where from the pressure equation of state P = P(e,q), e internal energy
per unit mass, the following pressure function PðuÞ in terms of the conservative variables, namely,
PðuÞ ¼ Pðq;m;EtÞ ¼ P
Et

q
� 1

2

jmj2

q2
;q

 !
;
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has been introduced. The thermodynamic information required to write the pressure equations of state P(e,q)
can be obtained by specifying for example the two (compatible) equations of state for the pressure,
P = P(T,v), and for the internal energy, e = e(T,v), as a function of the temperature T and the specific volume
v; together, these equations of state define a complete thermodynamic model [25,26]. For the polytropic, i.e.,
constant specific heats, ideal gas considered here one has P = RTq, with R gas constant, and e = RT/(c � 1)
and therefore
Fig. 4.
(ABCD
PðuÞ ¼ ðc� 1Þ Et � jmj
2

2q

" #
;

where c is the ratio cP/cv of the specific heats at constant pressure and volume, respectively. In Eq. (19), s 2 R4

is the source term, which for zero tangential velocity reads (cf. definition (B.5) for swirling flows)
sðuÞ ¼ ð0; 0;PðuÞ; 0ÞT: ð21Þ
3.1. The axis of symmetry

As observed in Section 2, the choice of a cylindrical coordinate system (x,y,h), with h angular coordinate,
introduces a singularity at y = 0, namely, along the axis of symmetry, which remains to be investigated. The
simple argument followed in Section 2 for a scalar conservation law with no source term is not applicable to
the case of the Euler equations (19), whose behavior in the limit y! 0 is studied as follows.

In Fig. 4, an axisymmetric three-dimensional control volume X3D bounded by the axis in cylindrical coor-
dinates (the volume ABCDEF) is shown together with its axisymmetric representation X (the shaded rectangle
ABCD, here referred to as the corresponding axisymmetric ‘‘volume’’). According to the integral form of the
Euler equations in three spatial dimensions, see e.g. [16], the change of any conserved quantity (density,
momentum or total energy) in a given three-dimensional volume X3D is to be balanced by the corresponding
flux along its surface oX3D, namely, the time derivative of the integral over the volume ABCDEF of the con-
served variable is equal to the sum of the surface integrals on ABCD, ABFE, CDEF, BFC, AED and AB of
the flux function times the outward normal to the surface. The integral along surface AB is identically zero in
the case under examination, because, although the integrand function can be possibly different from zero, the
area of surface AB is zero, namely,
Z

oX3D
AB

fðuÞ � n � 0;
where the superscript 3D indicates integration in the three-dimensional space. The above clearly holds for any
axisymmetric control volume bounded by the axis of symmetry. It is therefore appropriate to check whether
the (reduced) system (19) verifies the above property of a zero contribution of the boundary integrals of the
fluxes along the axis of symmetry. In fact, for the prototypical rectangle ABCD in Fig. 4, one has
D C

FE

A B

Axis of
simmetry

Three-dimensional control volume X3D (ABCDEF), with volume dx (dy)2 dh, and its two-dimensional axisymmetric counterpart X
), with ‘‘volume’’ (area) dx dy.
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Z
oXAB

yfðuÞ � n ¼
Z xB

xA

0fðuÞ � n � 0;
as in the fully three-dimensional case. In other words, in the reduced axisymmetric form of the Euler equa-
tions, the boundary integrals along the axis of symmetry are identically zero because the integrands are zero
at y = 0, irrespective of the fact that length of the segment AB is not zero, or, with reference to Fig. 1,
Z

oX�oXaxis

yfðuÞ � n � 0 8oX � oXaxis: ð22Þ
In the next section, the spatially discrete form of the Euler equation (19) is obtained by means of the FE meth-
od and the FV method both formulated in the node-pair format. Boundary conditions and the treatment of
the axis of symmetry are discussed in Section 3.3, where the above property of the governing equations will be
found to be satisfied also by the discrete equations.

3.2. Node-pair finite element/volume discretization

The Euler equations (19) are now recast in a weak or variational form according to the procedure detailed
in Section 2 as follows:
Z

Xi

y/i
ou

ot
�
Z

Xi

yfðuÞ � $/i þ
Z

oXo
i

y/in � fðuÞ ¼
Z

Xi

/isðuÞ: ð23Þ
By introducing the FE approximation of the vector unknown uh and the group representation [3,8,21] of both
the flux function f and of the source term s, namely,
uðx; tÞ ’ uhðx; tÞ ¼
X
k2K

ukðtÞ/kðxÞ;

fðuhðx; tÞÞ ’ fhðx; tÞ ¼
X
k2K

fkðtÞ/kðxÞ

sðuhðx; tÞÞ ’ shðx; tÞ ¼
X
k2K

skðtÞ/kðxÞ;
where fkðtÞ � fðukðtÞÞ and skðtÞ � sðukðtÞÞ � ð0; 0;PðukÞ; 0ÞT, the node-pair centered lumped FE approxima-
tion to the Euler equations (19) is obtained as follows:
Ly
i

dui

dt
¼ �

X
k2Ki;6¼

fi þ fk

2
� gy

ik � ŷ � fk � fi

2
Mik

� �
þ
X
k2Ki

Miksk �
X

k2Ko
i;6¼

fk � fi

2
� vy

ik � fi � ny
i ; ð24Þ
where the FE metric quantities are defined in (10). The corresponding FV discretization of the Euler equations
is given by (cf. Section 2.3)
Ly
i

dui

dt
¼ �

X
k2Ki;6¼

fi þ fk

2
� gy

ik þ Lisi � fi � ny
i ; ð25Þ
where, in accordance to the piecewise constant FV representation of the unknowns the source term assumes
the constant value si ¼ sðuiÞ over the ith control volume. As observed in the scalar case in Section 2, the dif-
ference between the FV and the lumped FE scheme is given by the high-order FE domain and boundary terms
1
2

P
k2Ki; 6¼

ŷ � ½fk � fi�Mik and 1
2

P
k2Ko

i; 6¼
½fk � fi� � vy

ik, respectively.

The numerical scheme for the Euler equations for axisymmetric swirling flows is detailed in Appendix B.

3.3. Boundary conditions and the treatment of the axis of symmetry

Boundary conditions are enforced here in a ‘‘weak’’ sense by computing the boundary integral in some suit-
able boundary state u, which in general depends on the solution unknown u and on the boundary data b. All
kinds of boundary conditions, including inflow/outflow or wall/symmetry (slip) boundary conditions can be
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imposed by suitably selecting u; the former can be enforced by characteristic reconstruction of u from the
boundary data b and the value of the vector unknown u at the boundary node; the latter are easily imposed
by subtracting from u the component of the momentum vector normal to the boundary. A detailed description
of boundary treatment within the node-pair framework is given in [23].

As in the scalar case of Section 2, it is remarkable that the discrete equations (24) and (25) satisfy property (22)
at the axis of symmetry. In fact, by inspection of the metric property definitions (10), one can easily note that all
boundary metric quantities vanish at the axis of symmetry and therefore, in accordance with property (22), the
boundary contribution to the discrete equations pertaining the axis of symmetry is identically zero under both
the FE and FV approximations. Remarkably enough, the boundary node-pair contribution associated with the
metric vector v

y
ik vanishes only provided that both nodes i and k of the node-pair are on the axis of symmetry.

4. Finite element/volume high-resolutions schemes

Two TVD schemes [12] are now derived as a suitable combination of the first order FV Roe upwind scheme
[11], to be used near flow discontinuities, and the high-order FV scheme (25) or the FE scheme (24), to be used
in regions of smooth flow. The two schemes are presented in Sections 4.1 and 4.2, respectively, for the Euler
equations (19). The corresponding schemes for the scalar conservation law (1) are easily recovered as the spe-
cial cases for a single unknown and are therefore not detailed in the following. In what follows, the source
term is neglected for simplicity and is reintroduced in Section 4.3.

4.1. Finite volume TVD scheme

The first high-resolution scheme is now derived as a suitable combination of the second-order centered (25)
and the Roe first-order upwind FV schemes. The latter reads [11,16]
Ly
i

dui

dt
¼ �

X
k2Ki; 6¼

fi þ fk

2
� gy

ik �
1

2
j~Ag

ikjðuk � uiÞ
� �

� fi � ny
i ; ð26Þ
where the Roe matrix j ~Ag
ik j2 R4 � R4 satisfies the following condition:
~Ag
ikðuk � uiÞ ¼ ½fk � fi� � gy

ik ð27Þ

In (26), j ~Ag

ik j¼ ~Rg
ik j ~K

g
ik j ~L

g
ik, with ~Rg

ik and ~Lg
ik matrices of the right and left eigenvectors of ~Ag

ik, respectively, and

j ~Kg
ik j¼ diagðj~kg

ik jÞ, ~kg
ik 2 R4 vector of the eigenvalues of ~Ag

ik. A review of different techniques to devise a Roe
matrix for general, namely, non-ideal, thermodynamic models can be found for example in [27,28].

A limiter diagonal matrix Wik 2 R4 � R4 is introduced to switch between the first-order and the second-
order approximation as follows, see e.g. [24],
Ly
i

dui

dt
¼ � 1

2

X
k2Ki;6¼

½ðfi þ fkÞ � gy
ik þ ðWik � IÞj~Ag

ikjðuk � uiÞ� � fi � ny
i ;

¼ � 1

2

X
k2Ki; 6¼

½ðfi þ fkÞ � gy
ik þ ðWik � IÞ~Rg

ikj~K
g
ikj~L

g
ikðuk � uiÞ� � fi � ny

i ;

¼ � 1

2

X
k2Ki; 6¼

ðfi þ fkÞ � gy
ik þ ~Rg

ikj~K
g
ikj ~wg

ik � ~vg
ikð Þ

� �
� fi � ny

i ;
where I is the identity matrix of order four and where
~vg
ik ¼ ~Lg

ikðuk � uiÞ;
~wg

ik ¼ Wik~v
g
ik ¼ Wik

~Lg
ikðuk � uiÞ

ð28Þ
are the so-called centered and limited ‘‘characteristic jump’’, a nomenclature that roots in the locally linearized
form of (19) obtained via the Roe linearization technique. Note that the above relation reduces to the first
order scheme (26) for Wik ¼ 0, whereas for Wik ¼ I the second-order centered scheme (25) is recovered (for
s � 0). By substituting the van Leer limiter [10] considered here, one has
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~wg
ik;p ¼

~vg
ik;pj~q

g
ik;pj þ ~qg

ik;pj~v
g
ik;pj

j~vg
ik;pj þ j~q

g
ik;pj þ �

; ð29Þ
where the subscript p indicates the pth component of each vector and � is a small positive parameter intro-
duced here to avoid division by zero of a zero quantity (� = 10�12 in the computations). The pth component
of the vector of ‘‘upwind’’ jumps ~qg

ik is given by
~qg
ik;p ¼

~Lg
ik;pðukH � ukÞ if ~kg

ik;p > 0;

~Lg
ik;pðui � uiHÞ if ~kg

ik;p 6 0:

(
ð30Þ
In the definition above, states uiH and ukH are the so-called upwind states associated to node-pair i–k and ~Lg
ik;p is

the pth row of matrix ~Lg
ik. Following [29], the upwind states uiH and ukH are the values of the solution unknown

in the two grid nodes iH and kH, respectively, that belong to the two node-pairs best aligned with i–k, as shown
in Fig. 5. Other options are available and reviewed in [30], where the upwind values of the unknowns are found
by either extrapolating from states ui and uk or interpolating on the upwind grid element.

Definitions (28) provide the implicit definition of the limiter function Wik, namely, ~wg
ik ¼ Wik~v

g
ik, that is

found to be a function of the four states uiH ; ui; uk and ukH . From (29), the (p,p) element of the diagonal
matrix Wik therefore reads
Wik;p ¼
~wg

ik;p

~vg
ik;p

¼ hþ jhj
1þ jhj ;
with h ¼ ~qg
ik;p=~v

g
ik;p namely, the van Leer limiter as originally proposed in [10]. Note that the above expression

of the limiter function becomes singular for ~vg
ik;p ¼ 0, whereas the expression for the limited characteristic

jumps (29) gives the correct value of ~wg
ik;p ¼ 0 for ~vg

ik;p ¼ 0.

4.2. Hybrid finite element/volume TVD scheme

The hybrid finite element/volume TVD scheme is now obtained as a limited combination of the mass-
lumped finite element scheme (24) and the first-order upwind scheme (26). Differently from the centered/
upwind scheme presented in the previous section, the boundary terms of the two schemes are not the same
and a suitable limiting technique is to be devised. The same holds also for the domain term
ŷ � ðfk � fiÞMik=2, which is present in the FE scheme only. The general form of the high-resolution scheme
reads
Ly
i

dui

dt
¼ � 1

2

X
k2Ki; 6¼

½ðfi þ fkÞ � gy
ik þ ðWik � IÞj~Ag

ikjðuk � uiÞ �Wŷ
ik ŷ � ðfk � fiÞMik� �

1

2

X
k2Ko

i; 6¼

Wv
ikðfk � fiÞ � vy

ik

� fi � ny
i ;
where the diagonal matrices Wŷ
ik and Wv

ik, Wŷ
ik; Wv

ik 2 R4 � R4, are additional limiter functions, which can pos-
sibly differ from the limiter Wik defined in the previous section. For Wik ¼ Wŷ

ik ¼ Wv
ik ¼ I, the FE scheme (24) is

recovered, whereas for Wik ¼ Wŷ
ik ¼ Wv

ik ¼ 0 the scheme above reduces to the first-order upwind scheme (26).
i k

i k

Fig. 5. Extended node-pair structure for high-resolution. Dashed lines indicate the underlying triangulation.
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To find a suitable form for the functions Wŷ
ik and Wv

ik, the definition (27) of the Roe matrix is generalized to a
given direction vector x 2 R2 as follows:
~Ax
ikðuk � uiÞ ¼ ðfk � fiÞ � x: ð31Þ
It is now possible to introduce two new Roe matrices ~Aŷ
ik and ~Av

ik satisfying the linearization condition (31)
along the directions identified by the vectors ŷ and v

y
ik, respectively,
ðfk=fiÞŷ ¼ ~Aŷ
ikðuk � uiÞ and ðfk � fiÞ � vy

ik ¼ ~Av
ikðuk � uiÞ
and therefore the limiting procedure described in the previous section can be applied also to the FE contribu-
tions to give
Ly
i

dui

dt
¼ � 1

2

X
k2Ki; 6¼

½ðfi þ fkÞ � gy
ik þ ~Rg

ikj~K
g
ikjð~w

g
ik � ~vg

ikÞ �Mik
~Rŷ

ik
~Kŷ

ik ~wŷ
ik� �

1

2

X
k2Ko

i; 6¼

~Rv
ik

~Kv
ik ~wv

ik � fi � ny
i : ð32Þ
Note that if the Roe matrices are written in Jacobian form, namely,
~Ax
ik ¼ Að~uÞ � x;
where AðuÞ ¼ ðAxðuÞ;AyðuÞÞT 2 ðR4 � R4Þ � R2, with Ax;Ay 2 R4 � R4, is the Jacobian matrix of the flux func-
tion fðuÞ, namely AðuÞ ¼ ofðuÞ=ou, then the property of rotational invariance of the Euler equations can be
used to show that the Roe intermediate state ~u is a function of the two states ui and uk only, namely, it is inde-
pendent from the chosen direction vector x, see e.g. [16, p. 321]. Therefore, the three Roe matrices introduced
so far share one and the same intermediate state, that is,
~Ag
ik ¼ Að~uÞ � gy

ik;
~Aŷ

ik ¼ Að~uÞ � ŷ and ~Av
ik ¼ Að~uÞ � vy

ik;
and the intermediate state ~u ¼ ~uðui; ukÞ can be computed only once for a given node-pair. The above obser-
vation can result in a significant reduction of the computational requirements, especially if non-ideal ther-
modynamic models are to be considered, as it is the case for example in dense gas flow or chemically
reacting flow computations. This property holds also for quasi-Jacobian expressions of the Roe matrix
[27,28].
4.3. Time integration

A fully discrete approximation to (19) in now obtained by discretizing the time derivative of the nodal value
of the unknown. To this purpose, the high-resolution scheme (32) is recast in the following compact form:
Ly
i

dui

dt
¼ RiðuÞ ¼ RA

i ðuÞ þRS
i ðuÞ;
where the source terms are now considered and where
RA
i ðuÞ ¼ �

1

2

X
k2Ki; 6¼

½ðfi þ fkÞ � gy
ik þ ~Rg

ikj~K
g
ikjð~w

g
ik � ~vg

ikÞ �Mik
~Rŷ

ik
~Kŷ

ik ~wŷ
ik� �

1

2

X
k2Ko

i; 6¼

~Rv
ik

~Kv
ik ~wv

ik � fi � ny
i ;

RS
i ðuÞ ¼

X
k2Ki

Miksk ¼
X
k2Ki

Mikð0; 0;PðukÞ; 0ÞT:
In the following, the expression of the fully discrete equations is given, considering both unsteady and steady
flow problems. Note that for the scalar conservation law considered in Section 2, no source terms are present.

4.3.1. Unsteady flows

Time integration for unsteady flows is performed via the well-known operator splitting technique of Strang
[31], that introduces a second-order splitting error in time. The time integration from the discrete time level n

to time level n + 1 is therefore performed as follows:
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Substep 1 : Ly
i
û

nþ1=2
i � un

i

Dt=2
¼ RS

i ðunÞ;

Substep 2 : Ly
i
ûnþ1

i � û
nþ1=2
i

Dt
¼ RA

i ðûnþ1=2Þ;

Substep 3 : Ly
i
unþ1

i � ûnþ1
i

Dt=2
¼ RS

i ðûnþ1Þ;
where Dt = tn+1 � tn, with tn+1 and tn are the times at level n and n + 1, respectively, and where at each substep
a forward Euler differencing has been employed. More accurate time integration techniques can be considered
at each substep; in the present computations, the three-step total variation bounded scheme of Shu [32] has
been used to increase the stability limit of the scheme. Note that the first and the last substeps can be gathered
together to reduce the number of evaluations of the source term, in accordance with the well known staggered
integration procedure proposed by Strang. The above time integration scheme is subjected to stability condi-
tions, namely, the time step size is limited by the maximum allowable Courant–Friedrichs–Lewy (CFL) num-
ber [24]. Following Giles [33], the time step is computed as
Dt ¼ CFL min
i2K

2Ly
i

max
p¼1;...;4

j~kg
ik;pj

2
64

3
75:
In all the unsteady flows computations, CFL 6 1.

4.3.2. Steady flows

For steady flows computations, an implicit backward Euler has been used to integrate in pseudo-time to the
steady state solutions, namely
Ly
i
Dun

i

Dt
¼ Riðunþ1Þ;
where Dun ¼ unþ1 � un, because of its higher stability limit with respect to the explicit scheme presented in the
previous section. Note that for a linear problem, the backward Euler scheme is unconditionally stable. The solu-
tion is assumed to have reached steady state when the L2 norm of the residual vector is 10�12 that of the initial
residual at time t = 0. The residual at time tn+1 is approximated via a Taylor expansion centered in tn as follows:
Riðunþ1Þ ’ RiðunÞ þ oRiðunÞ
oun

Dun:
The Jacobian of the residual is further approximated by considering the first-order upwind scheme contribu-
tion only, to give,
oRiðunÞ
oun

Dun ’
X
k2Ki

oRI
i ðunÞ

oun
k

Dun
k ;
where the fact that in the first-order finite volume scheme, namely,
RI
i ðuÞ ¼ �

X
k2Ki; 6¼

fi þ fk

2
� gy

ik �
1

2
j~Ag

ikjðuk � uiÞ
� �

� fi � ny
i þ Lisi
the residual for node i depends only on the solution in i and on the node-pairs having i itself as a node has been
accounted for. To summarize, one has
oRI
i ðunÞ

oun
i
¼ oBiðun

i Þ
oun

i
� Li

osi

oui
¼ Aðun

i Þ � n
y
i

� � oun
i

oun
i
� Li

oPðuiÞ
oui

ŷ;

oRI
i ðunÞ

oun
k

’ � 1

2
Aðun

kÞ � g
y
ik � j~A

g
ikj

� �
;

oRI
kðunÞ

oun
i
’ 1

2
Aðun

i Þ � g
y
ik þ j~A

g
ikj

� �
;



504 A. Guardone, L. Vigevano / Journal of Computational Physics 224 (2007) 489–518
where the Roe matrix Ag
ik is evaluated at time level tn and it is assumed not to depend on ui and uk, to reduce

the computational cost of the evaluation of the Jacobian matrix. Note that all the approximations introduced
in the evaluation of the Jacobian matrix of the residual do not affect the final steady state solution, since the
left-hand side vanishes as Dun

i ! 0. The fully discrete scheme finally reads
Ly
i

Dt
� ½Aðun

i Þ � n
y
i �

oun
i

oun
i
� Li

oPn
i

oun
i

ŷ

� �
Dun

i þ
X

k2Ki; 6¼

1

2
½Aðun

kÞ � g
y
ik � j~A

g
ikj�Dun

k ¼ RiðunÞ:
The resulting linear system is solved by means of the direct linear solver for sparse matrices UMFPack [34]. A
local time-stepping technique [33] has been adopted in the computations, where the time step at each node is
computed as
ðDtÞi ¼ CFL
2Ly

i

max
p¼1;...;4

j~kg
ik;pj

2
64

3
75:
The CFL is computed via a function that is inversely proportional to the L2 norms of the residual and it is
allowed to vary from a minimum of 0.5 to a maximum of 109 at convergence, where linear behavior is
expected.
5. Numerical results

The proposed numerical scheme is now applied to scalar advection problems (Section 5.1) and to compress-
ible inviscid axisymmetric flows of ideal gases. The capability of the numerical method in computing unsteady
flows is tested against experimental results for a shock-tube problem in Section 5.2. Steady state computations
are performed for under-expanded nozzle flows (Section 5.3) and results are compared with available exper-
imental data.
5.1. Scalar advection

The TVD scheme presented in the previous section is now applied to the computation of linear advection
problems under the assumption of axial symmetry. The model equation reads
ou
ot
þ aðxÞ � $u ¼ 0;
with a 2 R2 advection velocity. The equation above can be recast in the conservative form ou=ot þ $ � f ¼ 0 by
setting f = f(u, x) = a(x)u, provided that the axisymmetric advection field is solenoidal, i.e., $ � a � 0; 8x 2 X.
This is indeed the case of the advection field considered in the numerical experiments, namely, the source flow
of an incompressible fluid originating at (0,0). The advection field is endowed with spherical symmetry; the
velocity vector is therefore parallel to the radii from (0, 0) and its module depends only on the distance R,
R ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
, from the origin, namely, ja j¼ Q=ð4pqR2Þ, with Q (constant) mass flow per unit time and q

(constant) fluid density. The constant Q is taken as 4pq, so that jaj = 1 at R = 1, see Fig. 6. Therefore, the
velocity vector reads a = (jajcosw, jaj sinw), with w = atan(y/x), or
aðx; yÞ ¼ ðx; yÞT

ðx2 þ y2Þ3=2
:

The exact solution to the present advection problem is readily obtained from the method of characteristics
(characteristic curves are straight lines from (0, 0) here) as
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uðx; y; tÞ ¼ u0 x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 3t

ðx2 þ y2Þ3=2

s
; y

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 3t

ðx2 þ y2Þ3=2

s !T

;

where u0 is the initial condition at time t = 0, u(x, 0) = u0(x).
Two different initial conditions have been considered for the domain depicted in Fig. 6. To assess the order

of accuracy of the integration scheme, a smooth initial profile is considered first, namely,
u0ðxÞ ¼
½1þ cosð2pjx� xcjÞ�½1þ cosð2pjx� xcjÞ� for jx� xcj 6 r;

0 for jx� xcj > r;

	

which corresponds to a ‘‘cosine-hill’’ profile of radius r = 0.5 centered in xc = (1,0). Integration in time is per-
formed from t0 = 0 to a final time tf = 7/3; correspondingly, the center of the cosine-hill profile moves from
(1,0) to (2, 0), see Fig. 7 (bottom).

In Figs. 7 and 8 the numerical results for an smooth initial profile are compared to the exact solution for
grids of different size, see Table 1. The integration in time has been performed by means of a third-order
Runge–Kutta scheme. All grids are unstructured grids of triangles with uniform size h (see Fig. 7, top). Note
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Table 1
Summary of numerical results for smooth initial data and for different grids

h Nodes Elements minuh maxuh Err p

0.04 1648 3132 �5.0289 · 10�13 0.67741 0.35958 –
0.02 6336 12,348 �5.8297 · 10�13 0.83782 0.18898 0.92808
0.01 24,762 48,881 �8.9109 · 10�13 0.92887 0.08225 1.20001

Err is the relative error in the L2 norm, namely, Err = iuh � ui2/iui2, with uh and u numerical and exact solutions, respectively, at time
t = 7/3; p is the order of convergence, namely, p = log(Err1/Err2)/log(h1/h2), with the subscripts indicating two different grids.
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that the circular initial profile is severely stretched while propagating due to the strong difference in the veloc-
ity magnitude, which varies from ja(R = 1)j = 1 to ja(R = 2)j = 1/8 = 0.125. The above can be appreciated in
Fig. 8, where the trace of the solution on the axis of symmetry is shown for both the exact and the numerical
solutions computed on three grids of different size. The length of the interval in which the solution is different
from zero is one at time t = 0 and equal to ð

ffiffiffiffiffi
593
p

�
ffiffiffiffiffi
333
p
Þ=2 ’ 0:343 at time t = 7/3, namely, it is about 34% of

its initial value.
The solution is fairly well captured already on the coarser grid (cf. Fig. 7) and the numerical solution con-

verges to the exact one as the grid is refined, see Fig. 8, with no spurious oscillations, as it can be appreciated
from Table 1, where the minimum and maximum values of the numerical solution uh are given for different
grid resolutions, together with the L2 norm of the error, namely, Err = iuh � ui2/iui2, with uh and u numerical
and exact solutions, respectively. Note that the order p of accuracy in space is that expected from TVD theory
(1 < p < 2), though the use of the TVD stabilization technique to prevent the appearance of spurious oscilla-
tions significantly reduces the overall accuracy of the scheme with respect to standard Lax–Wendroff [35] or
Taylor–Galerkin [36] approaches or to essentially non-oscillatory (ENO) [37] or weighted ENO [38] schemes
(p P 2). Thanks to the FE/FV relation demonstrated here, the inclusion of the above high-order scheme can
be done in a straightforward manner, depending on the discrete framework, be it the FV or the FE discret-
ization, in which those schemes have been derived. Further work is therefore to be devoted to the development
of such accurate schemes for axisymmetric problems.

In Figs. 9 and 10 the numerical results for a discontinuous initial profile are compared to the exact solution
for grids of different size. The initial solution is
Fig. 8.
on eac
u0ðxÞ ¼
1 for jx� xcj 6 r;

0 for jx� xcj > r;

	

namely, the solution is everywhere equal to zero but for a circular region of radius r = 0.5 centered in
xc = (1, 0). As in the smooth case, the solution is fairly well captured already on the coarser grid (cf.
Fig. 9) and the numerical solution converges to the exact one as the grid is refined, see Fig. 10, with no spu-
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rious oscillations, thus demonstrating the capability of the present scheme to deal with discontinuous
solutions.

5.2. Unsteady shock-tube flows

The imperfect burst of a shock-tube diaphragm may introduce non-negligible multidimensional perturba-
tions in the flowfield that can significant differ from the ideally one-dimensional shock-tube problem, under
both qualitative and quantitative point of view [39–43]. To investigate the suitability of the proposed solution
technique in the computations of this kind of flows, the results presented in [43], referring to an axisymmetric
partial burst of the diaphragm in an existing shock-tube facility, are now compared to numerical simulations.

The shock-tube used in the experimental trials has a cross-sectional circular area with diameter D = 80 mm.
The high-pressure section is 1500 mm long and it is separated from the low-pressure section (5000 mm
long and open to the ambient pressure) by means of a plastic diaphragm. An overpressure of about 1 atm
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is maintained in the high-pressure section; the gas is assumed to be at the same temperature in both the high-
and low-pressure sections of the tube. Pressure probes are positioned along the tube axis at different axial dis-
tances from the diaphragm to measure the total pressure of the incident flow. The experimental facility is
intended to produce a normal shock wave propagating towards the low-pressure section of the shock-tube,
to be used as the reference signal for the dynamic calibration of fast response pressure probes. High-speed
camera recordings and examinations of the shock-tube diaphragm after the experimental trials revealed that
the diaphragm did not open completely during the tests, see Fig. 11. An (almost) axisymmetric burst of the
diaphragm was observed and resulted in major disturbances in the flowfield. From camera recordings, the dia-
phragm opening time was estimated to be of about 400 ls. For the details of the experimental setup and a
discussions of the results, the reader is referred to [43].

The axisymmetric flowfield is now studied by assuming an instantaneous though incomplete burst of the
shock-tube diaphragm. Correspondingly, the initial conditions for the simulations are that of the well-known
one-dimensional shock-tube problem, with two constant states, namely, the high-pressure and low-pressure
states, in the two corresponding sections of the shock-tube initially separated by the diaphragm. The gas is
air in dilute, namely, ideal gas conditions and the effect of viscosity and thermal conductivity are assumed
to be negligible.

In Fig. 12, isobars (top) and isophycnics (bottom) of the simulated shock-tube experiments are shown at time
t = 43 ls. Note that the unopened portion of the diaphragm is assumed to retain its original position and shape.
The ratio P4/P1 of the pressure P4 and P1 in the high-pressure and low-pressure section, respectively, is 2.068.
Consistent with the experiment, the diameter d of the open (circular) section is taken as 48 mm, or d/D = 0.6.

When the diaphragm is removed at time t = 0, a rarefaction wave moving towards the high-pressure section
of the shock tube is formed; a shock wave and a contact discontinuity start moving towards the low-pressure
section. These waves are planar and normal to the shock tube axis with intensity equal to their one-dimen-
sional counterparts. At time t = 43 ls, shortly after leaving the diaphragm section, the shock wave partially
diffracts to form an annular shock wave, indicated in Fig. 12 as diffracted shock. A portion of the initial shock
wave remains unchanged and moves as a planar shock, normal to the axis of the shock-tube. The expansion at
the diaphragm’s edge results in a rarefaction wave moving towards the shock-tube axis. The rarefaction wave
is faster than the leading normal shock and eventually collides with the shock itself. Flow separation occurs at
the diaphragm’s edge and a slipstream is formed and rolls up into an annular vortex; a well-known process
already observed in two-dimensional shock wave diffraction [44]. At higher times (not shown), the diffracted
portions of the shock and rarefaction waves are reflected by the tube walls and at the tube axis. Moreover, the
reflected shock interacts with the vortex and the contact surface, resulting in additional waves reflecting along
the shock tube.
Fig. 11. Diaphragm bursting process. An incomplete and nearly axisymmetric petaling of the plastic layer is observed. D is the diameter of
the diaphragm, namely, the inner diameter of the shock tube; d is the diameter of the opened portion of the diaphragm. Three out of the
four pre-cut aluminum plates are visible on the high-pressure side of the diaphragm, marked with the letter A. The plates are very flexible
and they do not contribute to blockage.
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Note that the characteristic time scale, namely, t = 43 ls, associated with the first reflection is one order of
magnitude lower than the estimated diaphragm opening time of 400 ls, thus making the assumption of a neg-
ligible opening time unrealistic. It is however true that all the details of the initial diffraction/reflection process
are lost at large distances from the diaphragm, where a single shock front is eventually formed. The above can
be appreciated in Fig. 13, where numerical results are compared with total pressure measurements along the
time [ms]4 6

time [ms]

1

-Fig. 135 Total pressure measurements past a partially opened shock-tube diaphragm with d/D = 0.7 andP/P= 15857, against numerical
probe is located in the high-pressure section of the shock-tube 970 mm (12.125 D) downwind the diaphragm5 The
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shock tube axis at a distance from the diaphragm of 970 mm (12.125D), for d/D = 0.7 and P4/P1 = 1.857. Dif-
ferences between the experimental data and the numerical results are limited to a time interval of about 400 ls,
and they become irrelevant for measurement stations located further away from the diaphragm. Despite the
different diaphragm opening mechanisms considered in the simulations, the observed flowfield at measurement
stations sufficiently far away from the diaphragm is therefore correctly captured by the numerical model.

5.3. Steady under-expanded nozzle flows

Steady state simulations of the compressible flow outside an under-expanded nozzle, namely, a gasdynamic
nozzle in which the pressure Pe at the exit section or discharge pressure is higher than the ambient pressure Pa,
are now performed. The nozzle is connected to a reservoir at constant pressure Pr, in which gaseous nitrogen is
at rest. Isentropic flow is assumed from the reservoir to the nozzle inlet. Experimental data are taken from [45],
where Schlieren images of the external flowfield and total pressure measurements along the axis of symmetry
are presented. In the computations, geometry 1.5C of [45] has been considered, see Fig. 14.

The main feature of the flowfield is depicted in Fig. 15, with the appearance of the well-known barrel shock
wave, topped by a Mach disk, namely, a shock wave with a circular surface normal to the axis of symmetry.
The mechanism that is responsible for the formation of such a complicated wavefield is as follows. Past the
nozzle, the flow undergoes an expansion to the ambient pressure. The expansion fan reflects at the axis of sym-
metry back to the constant pressure (ambient pressure) boundary, where it is reflected as a compression fan.
Compression waves eventually coalesce into a curved shock (barrel shock), that reflects at the axis of symme-
try with a lambda pattern (barrel shock-Mach disk-reflected shock). For a detailed description of the flow fea-
tures, the reader is referred to [46].

The computations were performed on an unstructured grid made of 8482 triangular elements (4386 nodes).
The computational domain includes the nozzle and extends from the nozzle exit up to x/De = 10 and y/De =
2.5 in the axial and radial directions, respectively. Constant pressure boundary conditions are enforced at
numerical boundaries. In particular, a constant pressure boundary condition was imposed so that the gas pres-
sure eventually reaches the value of the ambient pressure Pa. The subsonic inflow boundary conditions are
enforced in terms of inlet density and pressure to ensure that the flow total pressure at the inlet is equal to
its reservoir value Pr, where the gas velocity is zero, in accordance with the isentropic flow assumption.

Results of the simulations are shown in Fig. 16, where Schlieren images of the computed outer flows are
compared with experiments. All the relevant features are well captured by the numerical scheme. In
α

D
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D
t

Fig. 14. Geometry of the nozzle 1.5C from [45], with a = 7.5
, Dt = 6 mm (throat section diameter) and De = 6.5 mm (exit section
diameter).
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Fig. 15. Representative flow features and wave structures for an under-expanded nozzle flow expanding in still air.



Fig. 16. Experimental (top, from [45]) and numerical (bottom) Schlieren images of the flow expansions outside the nozzle, for Pr/Pa = 8.
The main features of the wavefield are clearly visible (cf. Fig. 15) and well captured by the numerical scheme. De is the diameter of the
nozzle exit section.
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Fig. 17, total pressure measurements along the axis of symmetry are compared with experimental results for
the case Pr/Pa = 10. Experimental results are taken from [45]. The Pitot total pressure in Fig. 17 is computed
according to the following relations:
Fig. 17
Pitot t
P t

P
¼

c�1
2

M2

 � c

c�1 2c
c�1

M2 � 1
� 
� 1

c�1

if M > 1;

c�1
2

M2

 � c

c�1 if M < 1

8><
>: ð33Þ
to account for the formation of a bow shock in front of the probe head in the case of supersonic flow mea-
surements. The total pressure jump across the bow shock is computed according to standard formulas for nor-
mal shock waves. A very good agreement between experimental and numerical results is found up to the Mach
disk location, whose position is well captured in the simulations. As pointed out in [45], downwind the Mach
disk, viscosity plays a major role in determining the momentum flux across the slip line (cf. Fig. 15), separating
the subsonic region behind the normal shock wave (the Mach disk) and the outer supersonic flow, a detail that
cannot be captured under the inviscid approximation considered here.

To further investigate the capability of the scheme to reproduce the inviscid features of the flowfield, sonic
nozzle flow expanding in still air are now considered. Experimental results are taken from [47], where a
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description of the experimental set-up is also given. The geometry of the nozzle is shown in Fig. 18a. The noz-
zle is connected to a reservoir at constant pressure Pr where the fluid is at rest. Isentropic flow is assumed to
occur between the reservoir and the nozzle inlet, where the flow is subsonic. The nozzle inlet section is circular
with a diameter Di of 50.8 mm. The gas is accelerated to sonic conditions at the throat section, namely, the
nozzle exit section (diameter De = 12.7 mm). The quantities considered for the comparisons are the axial dis-
tance Lm between the nozzle exit and the Mach disk and the Mach disk diameter Dm, see Fig. 18b. Addy [47]
showed that Lm and Dm are almost independent on the convergent angle b in Fig. 18a and that they are nicely
approximated by the following empirical relations:
Fig. 18
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r
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In Fig. 19, experimental data from [47] for the dimensionless characteristic length Lm/De and Dm/De are com-
pared to numerical results for different values of the reservoir to ambient pressure ratio Pr/Pa. All simulations
were performed on the same grid made of 6566 nodes and 12,772 triangular elements. Boundary conditions
are imposed as in the previous section.
β = 60
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°

. Geometry (a) and definitions of significant flow features (b) for the sonic nozzle experiments of Addy [47]. Di = 50.8 mm and
2.7 mm are the inlet and exit cross-section diameter of the nozzle; Lm is the axial distance between the nozzle exit and the Mach disk,
the diameter of the Mach disk.
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. Error bars in the numerical results represent the uncertainty related to the determination of the correct shock position in shock-
ing computations, the shock being spread across three/four computational elements.
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Numerical results are found to agree fairly well with the experimental data and with the empirical relations
(34). Error bars have been included in the representation of the numerical results. In fact, in the present shock-
capturing scheme the Mach disk is not represented by a flow discontinuity of zero thickness, but instead it is
spread across three/four computational elements.
6. Conclusions

The node-pair finite element approximation to the Euler equations for axisymmetric flows, including swirl-
ing flows, has been derived. By mimicking the demonstration given by Selmin [3] for Cartesian coordinates, a
relation was found linking the node-pair finite element representation of the conservation law to its finite vol-
ume counterpart, opening the way to the development of hybrid finite element/volume schemes in the TVD
framework. The limiting procedure in the TVD scheme was extended to take into account higher-order finite
element terms, including the node-pair boundary term that was dismissed by Selmin [3]. The proposed numer-
ical technique allows for a straightforward implementation in existing node-pair finite volume computer codes
written for Cartesian coordinates. Moreover, the equivalence of the FV and FE demonstrated here allows for
the inclusion of other stabilization techniques for the Euler equations derived in the FV framework, such as
for example essentially non-oscillatory (ENO) schemes.

Thanks to the FV/FE equivalence demonstrated here, the FE discretization of the viscous terms can be eas-
ily included in a straightforward manner. The study of viscous flows will be undertaken in future developments
of the scheme. The possibility of switching between FE and FV schemes proved already to be useful here in the
treatment of the source terms, where a second-order FE representation of the source terms has been easily
attained by means of a FE reinterpolation of the data, instead of the standard, first order, piece-wise constant
FV representation.

The correct treatment of the axis of symmetry is a built-in of the proposed method, thanks to the vanishing
of the boundary metric quantities, and hence of the boundary integrated flux, at the axis. No special treatment
or numerical artifices are required to be used at the axis of symmetry.

Numerical results have been presented for scalar advection in a source flow, including both continuous and
discontinuous initial data and demonstrate the correctness of the proposed approach. Within the limits of the
underlying inviscid model for compressible flows, the present scheme was found to be also capable of correctly
representing both steady and unsteady axisymmetric flows of compressible fluids. The numerical results were
found to be in good agreement with available experimental data for unsteady shock-tube flows and for the
steady flow at the exit of under-expanded and sonic nozzles.

Further work is underway to extend the proposed methodology to three-dimensional problems in cylindri-
cal coordinates and to spherically symmetric viscous flows.
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Appendix A. Node-pair finite element for a scalar conservation law

In this appendix, the following two identities are demonstrated, namely
X
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which together allow to recast the discrete Galerkin equation (8) into its node-pair counterpart (9). The inte-
gral in the left-hand side of (A.1) is decomposed in elemental contribution as
X
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f k �
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Xik

y/k$/i ¼
X
e2Ei

X
k2Ke

f k �
Z

Xe
y/k$/i; ðA:3Þ
where Ei is the set of elements sharing node i, the so-called element bubble of i, and Ke is the set of nodes of
the eth element. Note that Xi ¼

S
e2Ei

Xe. From the gradient theorem, one has
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Z
Xe

y/k$/i þ
Z

Xe
y/i$/k ¼

I
oXe

y/i/kn; ðA:4Þ
and therefore
2

Z
Xe

y/k$/i ¼ �
Z

Xe
yð/i$/k � /k$/iÞ �

Z
Xe

/i/k ŷþ
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By substituting the relation above into (A.3) and summing up on all elements,
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where the metric quantities defined in (10) have been introduced. Note that v
y
ik 6¼ 0 only if nodes i and k belong

to the domain boundary oX, namely, if and only if i 2Ko and k 2Ko. On the other hand, by manipulating
relation (A.4), one also has
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By summing up for all elements e 2 Ei and recalling the definitions (10) of the metric quantities, one has
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ik� ¼ 0: ðA:6Þ
Relation (A.1) is finally obtained by subtracting the above zero quantity multiplied by fi from (A.5), namely,
X
k2Ki

f k �
Z

Xik

y/k$/i ¼ �
1

2

X
k2Ki; 6¼

½ðf k þ f iÞ � g
y
ik � ŷ � ðf k � f iÞM

y
ik� þ

1

2

X
k2Ko

i; 6¼

ðf k � f iÞ � v
y
ik; ðA:7Þ
where the boundary terms have been put into evidence and all summations have been limited to node-pair
quantities only, since all terms are identically zero for k = i.

Considering now the boundary integral (A.2), the contribution pertaining to node i only is first put into
evidence, namely,
X

k2Ko
i

f k �
Z

oXo
ik

y/i/kn ¼
X

k2Ko
i;6¼

f k �
Z

oXo
ik

y/i/knþ f i �
Z

oXo
i

y/i/in:
The quantity
X
k2Ko

i; 6¼

f i �
Z

oXo
ik

y/i/kn
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is now added and subtracted from the right-hand side to obtain
X
k2Ko

i

f k �
Z

oXo
ik

y/i/kn ¼
X

k2Ko
i; 6¼

ðf k � f iÞ �
Z

oXo
ik

y/i/knþ f i �
X

k2Ko
i

Z
oXo

i

y/i/kn:
Then, by recalling that
P

k2Ki
/kðxÞ � 1 8x 2 Xi, one has
X

k2Ko
i

f k �
Z

oXo
ik

y/i/kn ¼
X

k2Ko
i; 6¼

ðf k � f iÞ �
Z

oXo
ik

y/i/knþ f i �
Z

oXo
i

y/in;
namely, from definitions (10), relation (A.2).
Appendix B. Axisymmetric compressible swirling flows

In the present appendix, the Euler equations for compressible axisymmetric flows, including a possibly non-
zero tangential velocity (swirling flows), are derived and the possibility of treating swirling flows in the frame-
work of the proposed hybrid FE/FV scheme is discussed.

In three spatial dimensions, the Euler equations describing the flow of a compressible fluid with zero vis-
cosity and zero thermal conductivity read
ou

ot
þ $ � fðuÞ ¼ 0; ðB:1Þ
where u ¼ ðq;m;EtÞT is the vector unknown of the density q 2 Rþ, of the momentum density vector
m ¼ ðmx;my ;mhÞT 2 R3, with x, y and h axial, radial and angular coordinates of a cylindrical coordinate sys-
tem, respectively, and of the total (internal plus kinetic) energy per unit volume Et and where
fðuÞ ¼ m;
m	m

q
þPðuÞI ;m

q
ðEt þPðuÞÞ

� �T

2 R5 � R3 ðB:2Þ
with P ¼ PðuÞ the pressure as a function of the conservative variables. In cylindrical coordinates, the flux vec-
tor reads
fðuÞ ¼

mxx̂þ my ŷþ mhĥ

m2
x

q þPðuÞ
h i

x̂þ mxmy

q ŷþ mxmh
q ĥ

mxmy

q x̂þ m2
y

q þPðuÞ
h i

ŷþ my mh

q ĥ

mxmh
q x̂þ my mh

q ŷþ m2
h

q þPðuÞ
h i

ĥ

mx
q H tðuÞx̂þ my

q H tðuÞŷþ mh
q H tðuÞĥ

0
BBBBBBBBBBBB@

1
CCCCCCCCCCCCA

Mass flux

Momentum fluxes

Energy flux
where the shorthand H tðuÞ ¼ Et þPðuÞ, total enthalpy per unit volume, has been used and where x̂; ŷ and ĥ

are the axial, radial and angular coordinate unit vectors, respectively. Note that ŷ ¼ ŷðhÞ and ĥ ¼ ĥðhÞ. The
expression above shows the flux function as a vector of five components; the first one is associated with the
mass conservation law, the second, the third and the fourth ones stem from the momentum conservation
law and the last one pertains to the energy conservation law. Each component of fðuÞ is in fact a vector in
the three-dimensional space X, with components in ðx̂; ŷ; ĥÞT. Note that the above vector representation of
the flux function is not the standard matrix form used for example in [48].

By recalling the expression for the divergence operator in cylindrical coordinates, namely,
$ � q ¼ oqx

ox
þ 1

y
o

oy
½yqy � þ

1

y
oqh

oh
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where qx, qy and qh are the axial, radial and angular components of the vector q 2 R3, respectively, and by
recalling that oŷ=oh ¼ ĥ and oĥ=oh ¼ �ŷ, one immediately obtains the divergence of the vector of the momen-
tum fluxes as
$ � m	m

q
þPðuÞI

� �
¼ x̂

o

ox
m2

x

q
þPðuÞ

� �
þ ŷ

o

ox
mxmy

q

� �
þ ĥ

o

ox
mxmh

q

� �

þ 1

y
x̂

o

oy
y

mxmy

q

� �
þ ŷ

o

oy
y

m2
y

q
þPðuÞ

 !" #
þ ĥ

o

oy
y

mxmh

q

� �( )

þ 1

y
�ŷ

m2
h

q
þPðuÞ

� �
þ ĥ

mymh

q

	 �
;

where the condition of axial symmetry, namely, ou=oh � 0 has been enforced. By multiplying each equation by
y, the final form of the Euler equations for axisymmetric problems finally reads
o½yq�
ot
þ o½ymx�

ox
þ

o½ymy �
oy

¼ 0;

o½ymx�
ot
þ o

ox
y

m2
x

q
þPðuÞ

� �� �
þ o

oy
y

mxmy

q

� �
¼ 0;

o½ymy �
ot
þ o

ox
y

mxmy

q

� �
þ o

oy
y

m2
y

q
þPðuÞ

 !" #
¼ m2

h

q
þPðuÞ;

o½ymh�
ot
þ o

ox
y

mxmh

q

� �
þ o

oy
y

mymh

q

� �
¼ �mymh

q
;

o½yEt�
ot
þ o

ox
y

mx

q
Et þPðuÞð Þ

� �
þ o

oy
y

my

q
Et þPðuÞð Þ

� �
¼ 0;

8>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>:
or, resorting to a vector notation
o½yu�
ot
þ $ � ½yfðuÞ� ¼ sðuÞ; ðB:3Þ
where now $ � ðrÞ ¼ orx=oxþ ory=oy, with r ¼ ðrx; ryÞT 2 R2, and where
fðuÞ ¼ m;
m	m

q
þPðuÞI ;m

q
mh;

m

q
Et þPðuÞð Þ

� �T

2 R5 � R2 ðB:4Þ
with m ¼ ðmx;myÞT 2 R2 and I identity matrix of order two. Note that the angular component of the momen-
tum density has been lifted from the momentum vector m and ‘‘downgraded’’ to the rôle of an advected scalar
quantity, but for its contributions to the source vector, that reads
sðuÞ ¼ 0; 0;
m2

h

q
þPðuÞ;�mymh

q
; 0

� �T

2 R5: ðB:5Þ
System (B.3) for axisymmetric compressible swirling flows is found to be formally coincident with the Euler
equation (19) for axisymmetric flows with no swirl considered in the preceding sections. Therefore, the pro-
posed numerical scheme can be easily applied also to the computation of swirling flows. To this purpose,
an additional equation, namely, the conservation of the angular component of the momentum mh, is to be
added to (19) and the source vector is to be modified according to definition (B.5), see definition (21) for com-
parison. The discrete representation of the new equation, which is very similar to the mass conservation one,
does not require any special treatment and/or the introduction of new metric quantities with respect to those
already considered. The modification of the whole procedure is therefore straightforward.

To conclude, we notice in passing that the Roe linearization problem (27) is to be extended to include the
new (transport) equation for mh. An easy computation shows that the Roe intermediate state is left
unchanged, but for the inclusion of an additional intermediate angular velocity, and that the eigenvalues of



A. Guardone, L. Vigevano / Journal of Computational Physics 224 (2007) 489–518 517
the Roe matrix for swirling flows are coincident with the previous one, where now the multiplicity of the eigen-
value associated with linearly degenerate fields is three instead of two, a results that points to the purely advec-
tive nature of the additional equation expressing the conservation of the angular component mh of the
momentum density.
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